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Detecting rumors on social media and preventing its spread play a critical role for politics, economy, etc.
Conventional studies mainly focus on exploiting the content or context of the source post, while they
always ignore the rich topic information within the source post. To tackle this issue, in this paper, we pro-
pose a Topic and Structure Aware Neural Network (TSNN) for rumor detection. To be specific, we explore
two kinds of topic signals, including a coarse-grained topic signal (i.e., topic credibility) and a fine-grained

topic signal (i.e., latent topic representation), and tailor them to the task of rumor detection. Moreover,
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we introduce a new auxiliary task, i.e., topic credibility prediction, in order to effectively leverage the rich
topic information within source posts. Finally, we develop a multi-task learning strategy that helps
improve rumor detection performance by jointly learning the task of topic credibility prediction and user
credibility prediction. Extensive experiments on three real-world datasets demonstrate that the proposed
approach TSNN is superior to the state-of-the-art baseline methods.

© 2023 Elsevier B.V. All rights reserved.

1. Introduction

Social media provides a convenient platform for people to
obtain information, express opinions, and communicate with each
other. However, it also enables widespread disinformation with
malicious intent, named rumors, at a high rate, causing a crisis of
social confidence. Accordingly, detecting rumors is critical for
maintaining a trustful circumstance on social media. In previous
work, many research efforts have been devoted to identifying
rumors by extracting textual features and adopting machine learn-
ing techniques, such as Support vector Machine (SVM) [1], Random
Forest [2], and Decision Tree [3]. These methods can identify
rumors to some extent. However, they primarily rely on feature
engineering, which is usually data-dependent and can not cope
with the new emerging false information.

Recently, deep learning techniques [4,5] have been widely used
for rumor detection, which did not rely on feature engineering and
achieved some good performance. They usually utilize the post’s
content, transfer patterns, user profiles, comments, sentiments,
or other information to detect rumors. For example, Ma et al.[6]
proposed a model RvNN that tracks the post propagation process
and utilizes RNN with a self-attention mechanism to learn selec-
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tively temporal hidden representations of sequential posts for
identifying rumors. A text-based model SemSeq4FD [7] was pro-
posed to consider the global semantic relations feature, local
sequential order feature, and the global sequential order feature
among sentences simultaneously to detect fake news. Wang et al.
[8] introduced Elementary Discourse Unit (EDU) as a suitable unit
to improve text representation for fake news detection that
includes the sequence-based EDU representations and the graph-
based EDU representations.

Obviously, the text reflects that the content of the post is a
major component of all published works, taking into account
words, sentences, EDU, and text structure. However, the topic, as
an important signal in a post, was all but ignored. In this paper,
we will focus on the effect of topics on improving rumor detection.
It can be observed that the credibility of posts usually has a strong
correlation with their topics. We can observe that, for example, a
source post related to a sensitive political topic may be a rumor
as it has the potential to influence politics and the public. It can
bring a great number of political profits, such as affecting the pres-
idential election results (e.g., “Breaking: Two Explosions in the
White House and Barack Obama Is Injured.”). On the other hand,
if a source post is related to technology, such as “Apple Just
Invented the Pencil”, it would be more prone to true information
than those with sensitive topics. Fig. 1 shows the credibility of dif-
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Fig. 1. Examples of topic credibility learned on Weibo and Twitter15 datasets, respectively. LDA is used to assign each source post with its most salient topic, and the
credibility of each topic is annotated based on the ratio of non-rumors for that topic in the training set. The number of topics for LDA is set to 50, and 10 of the 50 topics are

randomly selected for visualization.

ferent topics in the Weibo [9] and Twitter15 [10] datasets. We can
observe that the credibility of topics varies.

This indicates that the credibility of topics can be leveraged as
an important clue for guiding the learning process of rumor detec-
tion. Some works also noticed the effect of the topic and proposed
methods to detect fake news. Jin et al. [11] collected the posts
related to one news event, obtained their topics and opinions,
and exploited their conflicts to detect fake news events. Hu et al.
[12] proposed to enhance the news representation by a heteroge-
neous graph of news text, topic, and entity representation from
an external knowledge base for fake news detection. Our work is
to identify the credibility of each source post, which is different
from Jin's work, that is, to identify the news event, not the posts.
An external knowledge base would help bring auxiliary informa-
tion but also take more cost on computing. So, different from
Hu’s work, in this paper, we propose a new method that is just
based on source posts and their contextual information on the
Web without any external knowledge. We introduce the credibility
of topics and develop a multi-task learning strategy to detect
rumors. We use Text-CNN to learn the source post representations
that capture the phrase-level features [13,14], and propose jointly
modeling the latent topic of source posts as a weakly supervised
signal to guide rumor detection.

However, obtaining the credibility of topics is not a trivial task
since the corresponding topic information of each source post is
not available. To handle this issue, we employ an unsupervised
probabilistic topic model (LDA [15]) to extract the topics for each
source post. We assign the topic with the highest probability value
in the topic distribution of each source post as its corresponding
topic. In addition, Jin et al.[11] and Hu et al.[12] only used LDA
to extract the keywords of the original post and establish a rela-
tionship with the text, and LDA cannot be combined with the neu-
ral network for end-to-end training. Different from these two
methods, taking advantage of the recent advance of neural topic
models (NTM) [16,17], we employ NTM to learn source posts’
latent topic representations as it enables end-to-end training of
latent topic modeling and source post classification. It is worth
noting that NTM provides a kind of ’high-level syntactic features’
compared to the representations learned by CNN. Thus, they are
complementary to each other, a topic comparison network is
employed to fuse the two different kinds of syntactic features,
i.e., phrase-level features and topic-level features.

Motivated by this, we propose a Topic and Structure Aware
Neural Network (TSNN) for rumor detection, which not only
enhances the representation learning of the source post by topic
representation but also participates in model training with topic
credibility. More specifically, our model mainly consists of two
components, a topic-aware text encoder module and a structure-

aware user encoder module. In topic-aware text encoder, we propose
to exploit the topic signals in the training process of rumor detec-
tion. We incorporate two kinds of topic signals: a coarse-grained
topic signal (i.e., topic credibility) and a fine-grained topic signal
(i.e., topic representation). The former is developed to provide
the credibility of topics as a weakly supervised clue to guide the
learning process of source post representation. The latter is lever-
aged to better capture the semantics embedded in the source post.
In structure-aware user encoder, the representations of publishers
and communicators are generated from information disseminated
by the source post. The topic-aware text representations and
credibility-aware user representations are used to train a classifier
to detect rumors. Fig. 2 illustrates the overall architecture of TSNN.
We carry out extensive experiments on three widely used data-
sets. The results show that our proposed approach TSNN is superior
to these state-of-the-art rumor detection baselines on all three
datasets. The main contributions of this paper are as follows:

e We propose to explore two kinds of topic signals, including a
coarse-grained topic signal (i.e., topic credibility) and a fine-
grained topic signal (i.e., latent topic representation), and tailor
them to the task of rumor detection.

e We propose a multi-task learning strategy for rumor detection

and jointly train the model on both topic credibility prediction

and user credibility prediction.

Extensive experiments are conducted on three benchmark data-

sets (i.e., Twitter15, Twitter16, and Weibo). The experimental

results show that our proposed model considerably outper-
forms current state-of-the-art baseline methods in rumor
detection.

The rest of the paper is organized as follows. In Section 2, we give a
brief review of the related work. We introduce our proposed topic
and structure aware neural network in Section 3. Section 4 dis-
cusses the experimental results of our empirical studies. In Sec-
tion 5, we conclude the paper.

2. Related Work

Rumor detection is an important task in natural language pro-
cessing and has recently attracted increasing attention due to its
impact on public trust [18]. The early research works on rumor
detection mainly focus on extracting textual features from the
source post and applying traditional learning techniques (e.g.,
SVM [1], Random Forest [2], and Decision Tree[3]) to detect
rumors. The textual features can be roughly grouped into two cat-
egories, i.e., low-level text features [19,20] and high-level text fea-
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Fig. 2. The framework of the proposed approach TSNN.

tures [21,22]. The former attempts to extract features such as n-
gram [19] or bag-of-words [20]. While the latter usually relies on
extracting more complex features, e.g., sentiment features [21] or
writing style consistency [22].

In recent years, due to the tremendous success of deep neural
networks in various fields [23,24], many research efforts have been
devoted to building deep neural network models for the task of
rumor detection. Vaibhav et al. [25] proposed a graph neural net-
work model for rumor detection, which models the semantic rela-
tionship between all sentence pairs in the source post for rumor
detection. To deal with this issue, Yu et al. [26] extract key features
of both misinformation and truth information scattered among an
input sequence based on operations such as convolutional and k-
max pooling. In addition, high-level interactions among significant
features are also captured. As the importance of textural features
may vary along time, Chen et al. [27] adopt soft-attention mecha-
nism to aggregate distinct textual features with specific focus and
capture contextual variations of relevant source posts over time.

In addition to utilizing textual content, many researchers have
noticed that social context information is important for distin-
guishing rumors. More recently, some works further utilize the
social context, such as diffusion structure, to assist the detection
of rumors. Ma et al. [6] constructed a bottom-up and top-down
tree-structured neural network (RvNN) for rumor detection. They
leverage the recursive feature learning process along the tree
structure to jointly model the source post contents and the respon-
sive relationship among them.

Liu et al. [28] consider the diffusion path of source post story as
a multivariate time series and build a time series classifier to cap-
ture both global and local variations of user characteristics along
the diffusion path. Yuan et al. [13] capture the structural informa-
tion by modeling global relationships among tweets, retweets, and
users, and a novel global-local attention network is then proposed
for rumor detection. Yuan et al. [14] propose a structure-aware
multi-attention network (SMAN), which considers rumor detection
as a multi-task classification task. Different from previous work,
they explicitly adopt the credibility of users as weakly supervised
information, and jointly optimize the rumor detection and user
credibility prediction. As the diffusion structure usually contains
unreliable relations, it would lead to inferior performance for the
detection of rumors. To alleviate this issue, Wei et al. [29] propose
to explore the uncertainty of the propagation structure. They pre-
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sent a Bayesian based model EBGCN, that replaces the edge
weights of propagation graph by introducing the prior belief of
the observed graph in order to control the message-passing. More-
over, they develop an edge-wise consistency training framework to
maintain the consistency between the latent distributions of edges
and node features. It can be seen from the above works that text
content is essential information for rumor detection, and social
context can also play an auxiliary role in rumor detection.

Different from these previous works, we argue that topic signals
within source posts have a strong correlation with credibility, and
it is beneficial to incorporate them to facilitate the rumor detec-
tion. To be specific, we explore the topic signals within source
posts in two different ways, including a coarse-grained topic signal
and a fine-grained topic signal.

3. Our Approach

In this section, we detail our proposed model Topic and Struc-
ture Aware Neural Network (TSNN) for rumor detection.

3.1. Problem Definition

This paper focuses on the rumor detection task. We denote the
set of source posts as N = (my, my, - --,myy)), the set of publishers as
P=(py,py,---,pp) and the set of communicators as
U= (ry,r2,---,1y), where |P|,|N| and |U| are the number of pub-
lishers, source posts, and communicators, respectively. Each source
post m; has one publisher p € P and k communicators {r; € U}]'f:1
who retweet the source post. Y represents the identification set
of source posts. Our goal is to learn a classifier f for source posts
to identify their credibility, that is, f : {N,P,U} — Y.

3.2. Overview

The overall structure of the proposed model is shown in Fig. 2,
which consists of two major components. The two components are
Topic-Aware Text Encoder and Structure-Aware User Encoder.

(1)Topic-Aware Text Encoder. This encoder is designed to enrich
source post representation by incorporating the topic signal
(see Section 3.3). More precisely, two kinds of topic signals of
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source posts have been exploited in the encoder, including the
fine-grained topic signal (i.e., topic distribution) as well as the
coarse-grained topic signal (i.e., topic credibility). The former
is used to better understand the source post content by further
exploring its underlying topic distribution, while the latter is
leveraged to incorporate the credibility of topics as a weakly
supervised signal to guide the learning process of source post
representation.

(2)Structure-Aware User Encoder. It is developed to capture the
representation of publishers and communicators based on the
source post diffusion information (see Section 3.4). Given the
source post propagation structure, we obtain the representation
of publishers and communicators respectively by utilizing their
corresponding credibility as weakly supervised information. A
user comparison network is then leveraged to fuse the two rep-
resentations and obtain the structure-aware user representa-
tion. Finally, the topic-aware text representation and the
structure-aware user representation are combined and fed into
a classification layer.

3.3. Topic-Aware Text Encoder

The topic-aware text encoder is comprised of four sub-modules,
i.e., text representation learning, topic representation learning,
topic comparison network, and topic credibility classifier. Text rep-
resentation learning and topic representation learning are
designed to obtain the semantic representation and topic represen-
tation of source post, respectively. Then the two representations
are fed into a topic comparison network to obtain a fused text rep-
resentation. At last, a topic credibility classifier is employed to
incorporate the credibility of topics as a weakly supervised signal
to guide the learning process of source post representation.

3.3.1. Text Representation Learning

Let m; = (Wy,ws,...,w;) be the i-th source post which consists
of L words, we embed each word in the source post into a low-
dimensional real-valued vector with embedding matrix E € R"/*¢,
where |V| is the vocabulary size and d is the dimensionality of word
embeddings. With the word embeddings of the source post, we
obtain X' = (X1,X2,---,X;) with X; € R? be a d-dimensional word
embedding corresponding to the j-th word in the source post. Let
Xk denote the concatenation of the word embedding sequence
from the j-th word to the (j+k)-th word, ie,
Xjjrk = Xj D Xj1 © - O Xjike

After that, a Convolutional Neural Network (CNN) [30] is lever-
aged on top of the word embeddings X' to produce the semantic
representation of the source post. To be specific, a convolution
operation involves a filter w € R, which is applied to a window
of h words to produce a new feature. A feature ¢; is generated from
a window of words X;;,,_1 as follows:

¢ =f(W-Xjjin-1+b),

(1)

where fis an activation function and b € R is a bias term. This filter
is applied to each possible window of words in the source post
(X1, X2:h 15+ s XL hi1iL) to produce a feature map
c=(c1,Ca, -+, C_py1) With € € REM1, The dimensionality of the fea-
ture map generated by each filter will vary as a function of the filter
region size. A max-pooling operation is applied to each feature map,
obtaining the maximum value as the feature corresponding to this
filter. The outputs generated from all filters will be concatenated
to obtain the text representation m; € R" by employing n, kernel.

3.3.2. Topic Representation Learning
We employ the neural topic models (NTM) [16,17] to learn topic
representation of source posts. The principle of NTM is derived
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from the Variational Auto-Encoder (VAE) [31], which consists of
an encoder and a decoder to simulate the reconstruction of source
posts. Specifically, the i-th source post m; is first represented by a
bag-of-words vector v; € RV, where V is the size of the vocabulary.
Then an encoder is employed to convert v; into a latent vector
z; € RX, where z; represents the topic of the i-th source post, and
K indicates the number of topics. The encoder is used to estimate
prior variables y and o, which is used to infer the intermediate
topic representation z;. Formally, we have

u :fu(fe(vi))u (2)
loga :fo(fe(vi))a (3)

where f,(-),f.(-) and f,(-) are ReLU-activated neural perceptrons.

After that, a decoder conditioned on z; is incorporated to recon-
struct v; and output a new BoW vector vy/. Each topic t is repre-
sented with a topic-word distribution ¢, over the vocabulary,
and the source post m; has a topic mixture represented by
0; € R, where 0; is constructed by Gaussian softmax [16]. To sim-
ulate how source post m; is generated, the decoder conducts the
following steps:

e Draw latent topic variable z; ~ N(u, 02)
e Topic mixture 0; = softmax(f,(z;))
e For each word w € v;, Draw w ~ softmax(f ,(6;))

where f,(-) and f(-) are ReLU-activated neural perceptrons. At last,
the topic mixture 0; will serve as the topic representation of the i-th
source post.

The loss function of NTM is defined as follows:

IN]

Zr =" (Dx(p@)|q(zi[Vi)) = Eqzv [P(VilZ)]),

i=1

(4)

where p(z;) represents the standard prior probability, g(z;|v;) and
p(vi|z;) represent the results of encoder and decoder, respectively.
The first term is the Kullback-Leibler (KL) divergence loss and the
second term reflects the reconstruction loss.

3.3.3. Topic Comparison Network

For the i-th source post m;, we obtain the CNN-based text rep-
resentation m; and topic-based text representation 6;. Then we
fuse both of them by a topic comparison network. We calculate
the comparison vector m!** between m; and 6; as follows:
mfeXt :fc(mi7W0 . Hi)v (5)
where f.(-) is the comparison function, W, is the transformation
matrix which transforms representations from the topic-level rep-
resentation space to the phrase-level representation space. To

maintain the representation closeness and relevance of m; and 6,
we design our topic comparison network as:

fc(xvy) = [x?y§x_Y§x®y]Wc+bu (6)

where W, € R**? js a transformation matrix and © is hadamard
product, i.e., element-wise product, and b, € R'*¢ is the bias vector.

3.3.4. Topic Credibility Classifier

We propose to incorporate the credibility of topics as a weakly
supervised signal to guide rumor detection. Since the topic infor-
mation of each source post is not available, we leverage an unsu-
pervised probabilistic topic model (LDA [15]) to extract the
topics for each source post. Specifically, we treat each source post
as a pseudo-document, and the generative process of LDA is for-
malized as follows:
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Om ~ Dir(o),
Zy ~ Multi(6,,),
wy, ~ Multi(,,),

for meN
for n € [1,ny)
for n e [1,ny)

, where N is the source post corpus, & is the hyper-parameter of the
Dirichlet prior, 0,;, denotes the topic distribution of the source post
m, ny is the total number of words in source post m, and §, repre-
sents the topic distribution over words given topic assignment z,.
We consider the topic with the highest probability value in the topic
distribution 0,, as the topic of that source post m.

After we assign a topic to each source post, the credibility of
each topic is annotated based on the ratio of non-rumors in that
topic in the training set. Specifically, we define three levels of
credit for topics (c ={0,1,2}): (1) “0” means “reliable”, which
means that the proportion of non-rumors and true rumors in the
topic is greater than or equal to 75% (The “true rumor” denotes a
source post that debunks a certain rumor [13].); (2) “2” means “un-
reliable”, which means the proportion of false rumors and unveri-
fied rumors in the topic is greater than or equal to 75%. (3) “1”
means "uncertain”, indicating that the proportion of different types
of source posts in this topic belongs to other situations than the
above “0” and “2”.

The text embedding that output from the comparison network
is used to predict the topic credibility of the source post:

pi(c) = softmax(m{**W; + b), (7)
where W, € R™ is the transformation matrix, and |c| is the num-
ber of distinct topic credibility.

Finally, the topic credibility prediction task can be transformed
into a multi-classification task. The cross-entropy loss is applied as
the optimization function:

IN]

=Y v logpi(c).

i=1

L= (8)

where yl@ is the ground-truth topic credibility of the i-th source
post.

3.4. Structure-Aware User Encoder

The structure-aware user encoder is comprised of three sub-
modules, i.e., publisher credibility classifier, communicator credi-
bility classifier, and user comparison network. Publisher credibility
classifier and communicator credibility classifier are developed to
obtain effective representations of publishers and communicators,
respectively. Then the two representations are fed into the user
comparison network to obtain the structure-aware user
representation.

3.4.1. Publisher Credibility Classifier

For each source post publisher p, we construct a heterogeneous
graph G, = (V,,E) where V, consists of both publisher nodes and
source post nodes, and E; = 1 indicates the i-th publisher posts
the j-th source post. Let A”" ¢ RP*Nl be the corresponding adja-
cency matrix, P € RP*¢ and N € RM*? be the initialized representa-
tions of publishers and source posts respectively, where |P| and |N|
denote the number of publishers and source posts. We input the
heterogeneous graph G, into an extended multi-head attention
network and calculate publishers’ embeddings as follows:

PWN’ B O
H, = softmax ® (DP) 2AP"(D™) 2 |N, 9
I ( N (D¥) *A™(D") 9)
where DP and D" are diagonal matrices with D} =3 A}"and

D} = > A", W, € R is the trainable parameter of the I-th
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(I € [1,h]) head, and h is the number of heads in the multi-headed
attention. We concatenate the output of multi-head attention and
convert them to the final output through a fully connected layer:
P’ = ELU(Hy:Hy; ... :H]W,) + P, (10)
where [;] is the concatenation operator, W, € R"*¢ s a linear trans-
formation matrix, ELU is activation function. After that, we obtain
the publisher representations P’ = (p,p5, .. ., Pjp) Where p; R? is
the representation of the i-th publisher.

Finally, we use the publisher representations P’ to predict the
credibility of each publisher. Formally, we have:

Pi(c[G,) = softmax(piW, +b,), (11)

where W, € R is a transformation matrix, and |c| is the number
of levels of publishers’ credibility scores. We use the cross-entropy
loss as the objective function:

1P|

=Y P log pi(c|Gy),

i=1

- (12)

Ly

where y}”) is the ground-truth credibility score of the i-th publisher.

3.4.2. Communicator Credibility Classifier

In Section 3.1, it is assumed that during the information propa-
gation between publishers and communicators, each source post is
forwarded by at most k communicators. Based on the propagation,
we construct a heterogeneous graph G, = (V,,, E). Then we feed the
initial representations of communicators R € RV*? and G, into a
similar multi-head attention network as in Section 3.4.1, and
obtain the communicator representations U € RU*¥? where |U|
denotes the number of communicators.

We predict the communicator credibility as follows:

p;i(c|Gy) = softmax(u;W, +b,), (13)

where u; € U,ie[1,2,...,]U]], and je[1,2,... .k, W, e R is a
transformation matrix, b, € R is a bias vector. Similarly, we apply
the cross-entropy loss as the objective function:

Ul k
Lu==3">"y" logp;(c|Gy),

i—1 j=1

(14)

where y,g.”) is the ground-truth credibility of communicator uy.

3.4.3. User Comparison Network

For the i-th source post m;, we aggregate its corresponding pub-
lisher representation p, € R? and communication representation
U; € R4, To be specific, we first employ the attention mechanism
to aggregate k communicators’ representation for m;. Formally, we
have:

k

u = > ouy, (15)
=1

o = softmax(n,vUiT), (16)

where U; = (U, up, ..., uy), W; € RY, n; € R is the representation

of source post m; in the initialized text embeddings N € R"V*¢, and

(041, -+, o) are the attention weights.

Then, we merge the publisher representation u; and the com-
municator representations p; of source post m;, and obtain the
source post representation from the user perspective. Formally,
we have:

m;*" = f, (p}, uj).

o

(17)
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Herein, we adopt the comparison network to merge the informa-

tion, which is formulated as follows:

feXy) = [Xy;XOy;X - y|W, + b,

where W, € R**? and b, € R%are trainable parameters.

3.5. Model Training

(18)

After we obtain the source post representations from the topic
perspective (i.e., m{*) and the user perspective (i.e., m/*¢"), we con-
catenate m* and m{**" and feed the concatenated representation
into a fully connected layer. Then we adopt a softmax layer to cal-
culate the probability distribution of the source post m;. Formally,

we have:

p(m) = softmax([m*; mi*"| Wy, + by).

(19)

where W, € R**Vl is a transformation matrix and b,, € R¥is bias
vector.|y| is the number of types of source post labels. For the rumor
detection, we utilize the cross-entropy loss as the objective

function:

N]

fn = _Zy?”) Ing(mi)7
i=1

Where yﬁ") €Y is the ground-truth label of source post m;.

(20)

Finally, we use the linear combination to define the training

objective of the entire model:

'20:ﬁpgl)+ﬂugu+ﬂrfr+ﬁt$[+ﬁngna

(21)

where f,, B, B;, B and p, are model hyper-parameters. Under the
guidance of labeled data in training set, our model is trained via

backpropagation.
4. Experiments

4.1. Datasets

To evaluate the performance of our model, we use three real-
world datasets, namely Twitter15 [10], Twitter16 [10] and Weibo
[9]. The former two datasets are derived from Twitter, and the
third dataset is collected from a popular social media website in
China. Table 1 shows the statistics of the datasets. Both Twitter15
and Twitter16 have four classes, namely Non-rumor (NR), False
Rumor (FR), Unverified Rumor (UR), and True Rumor (TR). Com-
pared with Twitter15 and Twitter16, the classes of Weibo are more
coarse-grained. It contains two classes, i.e., Non-rumor (NR) and
False Rumor (FR), which predict whether the source post is trust-
worthy or not. Following [14], we first randomly select 10% of data
as the validation set, and then split the remaining data into train-

ing and test sets at a ratio of 3:1.

4.2. Baselines and Metrics

We compare our TSNN with twelve state-of-the-art baseline
methods for the task of rumor detection. These baseline methods
can be grouped into two categories, i.e., feature based methods

and deep learning based methods.
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(1) Feature based methods:

e DTC [32]: This is a decision tree model based on supervised
learning, which extracts relevant features from each annotated
topic to build a classifier, automatically determines whether a
topic corresponds to valuable information and evaluates source
post authenticity.

SVM-RBF [3]: This model trains a Support Vector Machine
(SVM) classifier with a Radial Basis Function (RBF) kernel func-
tion to identify rumors using features based on content,
account, and propagation, respectively.

SVM-TS [33]: This is a time-series model based on the rumors’
life cycle, which utilizes time-series modeling techniques to
capture broad social contextual information.

DTR [34]: DTR is a method based on user query phrases. It aims
to cluster tweets containing enquiry patterns, and collect
related tweets without the simple phrases. Then it ranks the
clusters based on statistical features based on properties of
the signal tweets within the cluster.

RFC [35]: This method combines user, structure, language, and
temporal features to study the cumulative propagation pattern
of rumors over time, tracking changes in the predictive ability of
rumor features.

cPTK [10]: It uses a classifier with a propagation tree kernel that
learns to identify discriminative cues for rumors at a fine-
grained level by evaluating the similarity between propagation
tree structures.

(2) Deep Learning based methods

GRU [9]: A RNN-based model that models social contextual
information of events as a variable time sequence, learns tem-
poral and textual representations of rumors.

RVNN [6]: This recurrent neural network deeply integrates
structural and content semantics and utilizes bottom-up and
top-down tree structures for rumor detection.

PPC [28]: This model combines a time series classifier with
recurrent and convolutional networks to analyze the changes
in user characteristics along the propagation path.

GLAN [13]: The model combines local semantic and global
structural information for rumor detection, and takes all source
post content, comments and user interactions as global rela-
tions to form a heterogeneous graph.

EBGCN [29]: This model adaptively adjusts the uncertainty of
latent relationships in the propagating structure through a
Bayesian approach and uses an edge-consistency training
framework to enhance the consistency of latent relationships,
providing structural features for rumor detection.

SMAN [14]: This method combines source post content, posting,
and forwarding relationships of publishers and communicators,
treats publisher and communicator credibility as weakly super-
vised information, and jointly optimizes rumor detection and
user credibility prediction.

To evaluate the performance produced by all comparing methods,
we use the accuracy (Acc) as the overall evaluation metric for all
three datasets. To evaluate the model performance for each class,

Table 1
Statistics of the datasets.
# source posts # NR # FR # UR # TR # users # retweets
Twitter15 1490 374 370 374 372 276,663 331,612
Twitter16 818 205 205 203 205 173,487 204,820
Weibo 4664 2351 2313 0 0 2,746,818 3,805,656
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we leverage precision (Pre), recall (Rec), and F1 score (F1) as metrics
for the dataset Weibo, while adopt the F1 score (F1) as the evalua-
tion metric for the other two datasets, i.e., Twitter15 and Twitter16.

4.3. Experimental Settings.

For model training, we employ the Adam algorithm [36] to
update our model parameters, and set the initial learning rate as
{1.7e — 3,2e — 3,0.9¢ — 3} for Twitter15, Twitter16, and Weibo,
respectively. For neural topic model, we set the number of topics
K to 50. The word embeddings are randomly initialized with the
embedding size of 300. The convolution size of CNN in the text rep-
resentation learning module is set to (3,4,5) with each size corre-
sponding to 100 kernels. We set the number of heads in the
structure-aware multi-head attention for the three datasets Twit-
ter15, Twitter16 and Weibo as {10, 8, 7}, respectively. The param-
eters f,, fy, B, B, and f, in Eq. (21) are empirically set to
{1,1,1,0.1, 1}, respectively.

4.4. Results and analysis

Table 2 shows the performance comparison of our model TSNN
and all baseline methods on Twitter15. From the results, we can
observe that TSNN is superior to all comparing methods in term
of accuracy. Compared to the two best performing baselines, i.e.,
EBGCN and SMAN, our TSNN achieves the overall performance
improvements of 3.1% and 0.7% respectively in terms of accuracy.
This verifies the effectiveness of our proposed approach TSNN
which further explores both fine-grained and coarse-grained topic
signals. The fine-grained topic signal is leveraged to capture the
underlying topic distribution, and the coarse-grained topic signal
is employed to model the credibility of topics.

In Table 2, we also show the F1 score of the proposed approach
and all baselines with respect to each of the four classes (i.e., NR,
FR, TR, UR). We can see that on most of the classes, such as NR,
TR, and UR, our proposed model TSNN consistently outperforms
all comparing methods. While for the UR class (i.e., unverified
rumors), TSNN demonstrates a better performance than all base-
line methods except EBGCN. This may be attributed to that the
UR class is more ambiguous as compared to other three classes.
EBGCN obtains a better performance since it can effectively handle
this issue by adaptively controlling the message-passing based on
the prior belief.

Table 3 shows the performance of all comparing methods on
Twitter16. Similar to the results on Twitter15, our proposed

Table 2

Performance comparison of our TSNN and all state-of-the-art baseline methods on
Twitter15. We highlight the two best performing methods (bold: best result,
underlined: second-best result). Results marked * taken from [13] and 4 taken from
[29].

Model Acc NR FR TR UR
F1 F1 F1 F1
DTRx 40.9 50.1 31.1 36.4 47.3
DTCx 45.4 733 35.5 31.7 41.5
RFCx 56.5 81.0 422 40.1 54.3
SVM-RBF« 31.8 45.5 3.7 21.8 225
SVM-TSx 54.4 79.6 47.2 40.4 48.3
CPTK+ 75.0 80.4 69.8 76.5 73.3
GRU=x 64.6 79.2 57.4 60.8 59.2
RVNNx 72.3 68.2 75.8 82.1 65.4
PPCx 84.2 81.1 87.5 81.8 79.0
GLAN=x 90.5 92.4 91.7 85.2 92.7
EBGCN* 89.2 86.9 89.7 934 86.7
SMAN 91.4 90.6 91.1 86.2 92.8
TSNN 92.0 92.8 91.9 89.3 94.0
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Table 3

Performance comparison of our TSNN and all state-of-the-art baseline methods on
Twitter16. We highlight the two best performing methods (bold: best result,
underlined: second-best result). Results marked = taken from [13] and 4 taken from
[29].

Model Acc NR FR TR UR
F1 F1 F1 F1
DTRx 41.4 394 273 63.0 344
DTCx 46.5 64.3 393 41.9 40.3
RFCx 58.5 75.2 41.5 54.7 56.3
SVM-RBFx 321 423 8.5 41.9 3.7
SVM-TSx 574 75.5 42.0 57.1 52.6
cPTK+ 73.2 74.0 70.9 83.6 68.6
GRU= 63.3 77.2 48.9 68.6 59.3
RVNNx 73.7 66.2 74.3 83.5 70.8
PPCx 86.3 82.0 89.8 84.3 83.7
GLANx* 90.2 92.1 86.9 84.7 96.8
EBGCN* 91.5 87.9 90.6 94.7 91.0
SMAN 92.9 93.6 90.5 90.5 96.8
TSNN 94.6 93.8 93.0 93.5 97.9

method demonstrates a better overall performance than the two
best comparing baselines in terms of Acc, e.g., the performance
improvements over EBGCN and SMAN are 3.4% and 1.8%, respec-
tively. In addition, the F1 scores on the four classes of Twitter16
are consistent to that of Twitter15. The reason is that the two data-
sets are all collected from the same platform and the main differ-
ence is that they have different data sizes. Therefore, our
proposed method TSNN is prone to have similar performance on
the two datasets.

Table 4 illustrates the performance of all comparing methods on
Weibo. We cam observe that TSNN shows a superior overall perfor-
mance compared to all baselines in terms of Acc, e.g., the perfor-
mance improvements over the best performing baseline SMAN is
0.4%. Note that there are only two classes, i.e., Non-rumor (NR)
and False Rumor (FR). From Table 4, we can see that TSNN is con-
sistently superior to all baselines.

4.5. Ablation Study

In this section, we perform an ablation study to analyze the role
of each component in TSNN. In particular, we have the following
variants:

e Users Only: We only apply the structure-aware user encoder
module in TSNN to model the information of publishers and
communicators of source posts for classification.

Table 4

Performance comparison of our TSNN and all state-of-the-art baseline methods on
Weibo. We highlight the two best performing methods (bold: best result, underlined:
second-best result). Results marked = taken from [13].

Model Acc NR FR
Pre Rec F1 Pre Rec F1

DTRx* 73.2 72.6 74.9 73.7 73.8 71.5 72.6
DTCx 83.1 81.5 84.7 83.0 84.7 81.5 83.1
RFCx 84.9 94.7 73.9 83.0 78.6 95.9 86.4
SVM-RBFx 81.8 81.5 824 81.9 82.2 81.2 81.7
SVM-TSx 85.7 87.8 83.0 85.7 83.9 88.5 86.1
GRUx 91.0 95.2 86.4 90.6 87.6 95.6 91.4
PPCx 92.1 94.9 88.9 91.8 89.6 96.2 92.3
GLAN= 94.6 94.9 94.3 94.6 94.3 94.8 94.5
EBGCN 90.2 91.2 88.8 89.5 87.1 90.5 88.2
SMAN 951 956 947 952 947 956 951
TSNN 95.5 96.2 94.9 95.5 94.9 96.2 95.5
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o Text Only: It only uses text representation learning module to
model the textual information of original posts for rumor
detection.

Users + Text: This variant leverages the structure-aware user
encoder module as well as the text representation learning mod-
ule to learn source post representations for detection. It is worth
noting that this variant is equivalent to the baseline method
SMAN [14].

Users + Topic: Different to Users + Text, this variant replaces
the text representation learning module with the topic distribu-
tion of source posts learnt by NTM [16].

Users + Text + Topic: This variant is a combination of the above
two variants, i.e., Users + Text and Users + Topic. To obtain a
better representation of the source post, it aggregates informa-
tion from the structure-aware user encoder module, the text rep-
resentation learning module, and the topic distribution of source
posts learnt by NTM.

Users + Text + Topic Credibility: This is a variant that extends
the variant Users + Text by further incorporating the topic cred-
ibility as a weakly supervised information to guide the repre-
sentation learning process of source posts. It can also be
considered as an improved variant of SMAN by introducing an
auxiliary task, i.e., topic credibility classification.

Users + Topic + Topic Credibility: Similarly, based on the vari-
ant Users + Topic, we further introduce the topic credibility as a
weakly supervised information in order to learn better source
post representations.

Users + Text + Topic + Topic Credibility: This is our proposed
method TSNN, which learns rumor detection by capturing the
source post content, latent topic representations, as well as
exploring the credibility of publishers, communicators, and
topics.

The results of the ablation study on all datasets are reported in
Table 5. From Table 5, we can have the following observations:

e The variant ‘Users Only’, which utilizes only the information of
publishers and communicators, obtains the lowest accuracy.
The accuracy is greatly improved when we improve ‘Users Only’
by introducing the latent topic information (i.e., ‘Users + Topic’).
When we further take the ‘Topic Credibility’ into consideration
(i.e., ‘Users + Topic + Topic Credibility’), the performance will be
improved again.

Based on "Text Only”, the performance of the variant "Users +
Text” obtained after adding publishers and communicators
has been improved. This shows that the structure-aware user
encoder module plays an active role in the model.

Among all variants, the performance of these text-based vari-
ants (such as ‘Users + Text’, ‘Users + Text + Topic’, ‘Users + Text +
Topic Credibility) are significantly better than that of the
remaining three text-free variants (i.e., ‘Users Only’, ‘Users + T
opic’, ‘Users + Topic + Topic Credibility’). For example, on the

Table 5
Ablation study on all datasets removing different parts of our proposed model TSNN.
Variants Twitter15 Twitter16 Weibo
Users Text Topic Topic Accuracy  Accuracy  Accuracy
Credibility
v 51.8 52.2 89.9
v 83.2 82.6 93.2
I v 91.4 92.9 95.1
v v 66.7 65.8 933
I v I 91.7 94.0 95.2
7 I v 91.1 93.5 94.9
v v 68.4 66.8 93.9
I v I v 92.0 94.6 95.5
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Twitter15 dataset, adding text information to the variants
‘Users Only’ and ‘Users + Topic’ will lead to performance
increasement of 76.4% and 37.5% respectively. Similar trends
can be observed on the other two datasets. This demonstrates
that the textual information within the source post contains a
critical signal for detecting rumors, and incorporating this infor-
mation can considerably boost the performance.

Compared to the TSNN model (i.e., ‘Users + Text + Topic + Topic
Credibility’), all variants with components removed show a sig-
nificant drop in performance, suggesting that each component
plays a positive role. This is because our proposed approach
can effectively model all these key components in a proper way.

4.6. Impact of the number of topics

In this section, we investigate how the number of topics affects
the model’s performance. We vary the number of topics in
{25,50,75,100, 125, 150}. Fig. 3 shows the performance of TSNN
with the different number of topics on all three datasets. We can
observe that the number of topics K affects the performance of
TSNN considerably. On the Twitter16 dataset, the performance of
TSNN keeps increasing with the number of topics growing and
achieves the highest accuracy when the number of topics equals
50. When we continue to increase K, the performance will drop
gradually. One possible reason is that when the number of topics
becomes too large, the number of source posts assigned to each
topic will be small what inevitably leads to improper estimation
of topic credibility. On the Weibo dataset, the performance of TSNN
also rises first and reaches the peak when K = 50. When we con-
tinue to raise the number of topics, the performance will drop
slowly as compared to that on the Twitter16 dataset. This is
because the size of the Weibo dataset is larger than the Twitter16
dataset. When we increase the number of topics, there are still
enough source posts assigned to each topic for estimating proper
topic credibility. Similar trend is observed on the Twitter15
dataset.

4.7. Parameter Sensitivity Analysis

In this section, we analyze the influence of the parameters
By Bu, Br, B and B, which are used to balance the contribution of
different sub-tasks in the objective function (see Eq. 21), including
publisher credibility classification, communicator credibility clas-
sification, neural topic model reconstruction, topic credibility clas-
sification and rumor classifier in the objective function,
respectively. For parameters f3,, 8, and ., we vary each of them
from O to 1.2 with an interval 0.2. For the parameter B,, we vary
it in {0, 0.0001, 0.001, 0.01, 0.1, 1, 10}. For the parameter j,, we
vary it from 0.2 to 1.2 with an interval 0.2. To study the influence
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of each individual parameter on the classification results, we refer
to the previous method [37], only changing the value of a specific
parameter and fixing the remaining parameters to their respective
optimal values.

Fig. 4(a) shows the performance of the proposed model with
respect to parameter f3,. We can see that the performance of our
model continues to rise when we increase $, and reaches the peak
when g, = 1.0. If we further increase f3,, it starts to decrease. Similar
results are observed Fig. 4(b) for the parameter g,. The results indi-
cate that incorporating the credibility of publisher and communi-
cator plays a vital role for assisting the task rumor detection.
Fig. 4(c) demonstrates the influence of employing NTM to model
source posts’ latent topic representations. We can observe that
the performance of our method TSNN increases gradually when
we raise j3,, and it achieves the best performance when g, = 1.0.
If we further increase f,, the model performance starts to drop.
The results verify that modeling source posts’ latent topic repre-
sentations with NTM is critical for affecting the performance of
our proposed method. Fig. 4(d) presents the impact of introduce
the topic credibility in our method, which is leveraged as a weak
supervised information to guide the process of model training.
With increase of B, we can observe a gradual performance
improvement. The best performance is obtained when g, = 0.1,
which is followed by a quick performance drop. It indicates that
introducing the topic credibility impacts on the performance of
the proposed method. Fig. 4(e) shows the influence of the rumor
detection, which is the main task of our proposed method. Not sur-
prisingly, the proposed model is very sensitive to 8, and achieves
the best performance when g, = 1.0.

4.8. Training Time and Memory Costs

In this section, we compare the training time and memory cost
of our proposed method TSNN with two other most competitive
baseline methods (i.e., SMAN and EBGCN). In Table 6, we report
these methods’ training time and memory costs.

For the consumption of the training time, we can observe that
SMAN takes less training time than other methods on all datasets.
EBGCN shows the highest consumption of training time on all
datasets. For our proposed method TSNN, its training time cost is
lower than EGGCN and slightly higher than SMAN.
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Table 6
Analysis of the training time and memory costs of different models.
Twitter15 Twitter16 Weibo
Method Time Memory Time Memory Time Memory
SMAN 429s 1987 M 179s 1641 M 1347s 5545 M
EBGCN 861s 2271 M 226s 2643 M 15480s 23895 M
TSNN 721s 2149 M 188s 1879 M 2568s 4537 M

For the cost of model memory, the baseline SMAN exhibits the
lowest memory cost on the Twitter15 and Twitter16 datasets. On
the Weibo dataset, TSNN shows the lowest memory cost. EBGCN
shows the highest memory cost on all datasets. The memory cost
of our method TSNN is much lower than that of EBGCN and is com-
petitive with SMAN. Based on the analysis, TSNN has moderate
training time and memory cost and can be applied to rumor
detection.

4.9. Visualization

In order to examine the quality of our model in detecting
rumors, we use t-SNE tool [38] to visualize the learned source post
representations of our method and two state-of-the-art baselines
(i.e., GLAN and SMAN), in which nodes are colored based on the
ground-truth labels. As shown in Fig. 5, we can observe that our
TSNN learns more discriminable source post representations. On
the twitter based datasets, i.e., Twitter15 and Twitter16, GLAN
mixes nodes with different class labels and cannot distinguish
the source post categories well. On the Weibo dataset, although
GLAN can distinguish most nodes, there is still a considerable num-
ber of nodes mixed.

Compared to GLAN, the source post representations learned by
SMAN are more discriminable on the Twitter15 dataset. While on
the datasets Twitter16 and Weibo, the intra-class similarity is
not high enough. TSNN can learn more compact node representa-
tion with high intra-class similarity on all datasets. This illustrates
that incorporating the topic distribution of source posts learned by
NTM for enhancing the source post representation and introducing
the topic credibility as weakly supervised information can facilitate
our TSNN better representations for the task of rumor detection.
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GLAN SMAN TSNN (Ours)
(a) Twitter15
GLAN SMAN TSNN (Ours)
(b) Twitter16
GLAN SMAN TSNN (Ours)
(c) Weibo

Fig. 5. Visualization of the learned source post representations of our method TSNN and two state-of-the-art baselines (i.e., GLAN and SMAN) on all three datasets. Nodes are

colored based on the ground-truth labels.

5. Conclusion

In this paper, we introduce a new framework for rumor detec-
tion. Two kinds of topic signals, including a coarse-grained topic
signal (i.e., topic credibility) and a fine-grained topic signal (i.e.,
latent topic representation), are explored to improve the perfor-
mance of rumor detection. Specifically, the coarse-grained topic
signal serves as the weakly supervised information to guide the
learning process of source post representation, and the fine-
grained topic signal is leveraged to better model the source post
content by further exploring its underlying topic distribution. We
evaluate the performance of our proposed model on three widely
used datasets and compare them with current state-of-the-art
baseline methods. Experimental results show that our model has
a better performance than all baseline methods. In the future, we
will explore how to boost the detection performance by incorpo-
rating the spatial and temporal information in rumor propagation.
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